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Abstract

As with most !arge organizations, the Deparrrnent of
Defense has strategic and econom”c needs to capitalize on
and consdidale existing informaswn systems. This paper
reports on a framework to reverse engineer selected iegacy
information systems in DoD’s heterogeneous environment.
l%is approach was developed to recover business rules, do-
main information%@ctional requirements, and dzta archi-
tectures, largely in the form of nomnalized, logical data
models. In a pilot study, we are reverse engineering lhe
h~a porn diverse systems--ranging from home grown kzn-
guages and database marugemen: systems &veloped during
the 1950s to those using high order languages and com-
mercial network ahbase management systems. The pilot
study is being used to: validate and refine the framework
with real-life systems; develop a baseline approach for re-
verse engineering ex”stingsystems; scope and estimate JWure
system re-engineering costs; and determine the econom’c vi-
abili~ of re-engineering, reverse, and forivard enjjiuering
e~orts.

Introduction

The Department of Defense spends more than $9 biiiion
annually in non-combat information technology development
at more then 1,700 DoD Data Centers currently running hun-
dreds of legacy information systems. According to Paul
S~ former Director Of&fense Information (DIM), in
one functional area - pay - there are probably more than one
hundred pay-related systems servicing the Department [10].
(A recent report to Congress identified more than 50 separate
payroll systems [11].) Thii extensive installed base of exist-
ing application software creates two key classes of problems.

-. ● Fmt the cost of maintaining ail of these legacy informa-
tion systems consumes an enormous portion of total DoD
information technology spending. Typical estimates put
the cat of software maintenance costs around 60 percent
of annual &veloprnent budgets [5]. Applying this metric
to the $9 billion non-maintenance costs for the
!Xpartment results in an enormous cost to maintain legacy
mfomation systems.

● Second, and more im-tiy, iack of S@dMdiZd data

and data structures across systems results innumerous sit-
uations where the Department is unable to obtain informa-
tion from the data stored in the various databases in exis-
tence. Submitting the same query to each of the payroll
systems can result in not just multiple answers but in
multiple kinds of answers. At times, consolidating the
query responses has proven to be an impossible task.

Many of these DoD legacy systems were developed using
non-standard development techniques, ‘home-grown’ database
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management systems, and obscure programming languages..
To address some of these problems, the Defense Information
Systems Agency (DR3A) and it’s Center for Information
Management (CIM}, the Data Administration Program
Management Office (DAPMO) has been charged with devel-
oping a data architecture supporting data standardization
throughout the Departmentof Defense. ‘i%emonetary goals
identified for savings to be achieved through tbe application
of corporate information management are significant - two
biliion doiiars from reduction of information systems
(hardware, software, data) costs by FY 1997.

Influenced by information engineering concepts, DAPMO
is currently implementing a series of reverse engineering pro-
jects d~signed to contribute to the development of a DoD-
wide data architecture. Keeping in mind the need to achieve
balance between technical infrastructure correctness and sav-
ing money, DAPMO IEMinitiated a Data Processing Systems
Matemization (DPSM) program, This effort is designed to
provide a reftiie and systematic approach to migrate cument
~ *Q kfm~tiom, and data structures to a mork.rn~ ~.
engineered enwronment suppcmtingthe DoD data standanb-
tion program

The next section of this paper describes the operational,
technieai, and administrative complexities in modernizing
DoD Data Processing Systems (DPS). Section two de-
scribes the impact of the complexity of the legacy environ-
ment. Section three describes the DPSM project context.
Section four describes the nwxse engineering fkamework and
our approaches to modeling and model management The last
section reiatessome lessons ieamed from experience with the
tiarmwti

Impact of Legacy Environment Complexity

In modernizing DoD DPS, it is important to deal with
thrc!kdimensions of complexity: operational, technological,
and administrative. Figure 1 characterizes the legacy system
operational environment to be reverse engineaed in Phase I ~
of the DPSM program. As iiiustra@ DoD has a heteroge-
neous iegacy operational environment that no single CASE
technology can emrentiy address [9].

Operational Complexity

In the DoD systems inventory, there are thousands of
DPS. In the w these systems were buiit and maintained to
satisfy operational requirements of major organizational ele-
ments withh DoD (Army, Navy, Air Force, Marine Corps,
Joint Chiefs of Staff, UnitW and Specified Commands,
Agencies etc.). Often these major organizational eiements
would aiiow subordhate ievei organizations located wodd-
wi& to also maintain separate systems. Tbus, hundreds upon
hundreds of systems have been propagated producing a con-
dition in which many systems perform duplicate operations.

Tbe F[Mi77MConferenceMarch 29-31, 1993, Monterey, CA Aiken, Muntz & Richsds



A Framework for Reverse Engineering lkJD Legacy Information Systems Page 2

..

Sptetn Language(s) Data Handling Operational
system(s) Environment

De&ph~Civiliau Personnel Data System Burroughs assembly Home-grown databaw
Home grown language “Samuel” management system

~1%~ Civilian Pay System COBOL IDMS/R

s Total Force System COBOL Jk Assembly Language VSAM L?Adabase Multiple sites using
nanoteacreas

(CHCS)
Medical Rrfamance Factors MUMPS
(MEPRS)

Figure 1: Example Legacy Ertvironment.

For instance, to pay civiIian employees many sepamte sys-
tems were develope@ to pay military employees many more;
and to manage civilian and military persormel records of both
employees and employees of non-appropriated activitia still
more. To collect and analyze or process data at higher orga-
nizational levels, management has to collect data from one or
many of the lower levels. l%is process depends heavily upon
subordinate organizations feeding the information upward
(often manually). If the information fed upward is electronic,
the format @to be meticulously specifkxl at each level be-
cause each organizational element has its own technology
baseline (discnssed below) with its own ‘standard’” format.
Consistency and accuracy of data has been difficult to maiu-
tain and control in this environment. Even if subordinate or-
ganizations are on some of the same systems, physic-aldistri-
bution and slowness in acquiring and incorporating emerging
technologies often make operational complexities even worse.

l%e described opxational complexity impacts re-engineer-
ing projects on two levels. Firsq the operational environ-
ment is itself a source of physical evidence of what must be
captured in the business process and data models. This is

,. especially true when interfaces exist behveen systems. The
interfaces are sources of information, documenting links be-
tween physical evidence and data models. SeconL even
though a specific systems may have been selected to replace a
group of systems in a functional domain, it will not be suc-
cessful unless the system unique requirements of the systems
to be replaced am isolated and documented. If these unique
requirements are not included in the modernization of the se-
kcted system a included in a replacement system, the legacy

~ systems must continue to operate.

Technological Complexity

Baseline data processing systems include obsolete elec-
tronics, technology, and systems designs - many 20 to 30
years old and poorly dcmunented. Reliali]ity and maintain-
ability of DoD DPS are pushing the limits of theh engi-
neered capabilities. Upgrades through modemizatiou and ad-
vanced technology insertion are required to yield enhanced
performance and operational capabilities while maintaining
opemtiord consistency throughout DoD. Many of these 2/!
to 30 years old designs cannot be readily adapted to current
technology. For instance, cue of the information systems tw-
ing reverse engineered is still using application program
managed memory over[ays. ‘he need to do this was eMi-
nated years ago with the development of virtual memoty.
Another example from the data pmpective, includes the con-
tinued use of flat-fde technology. Another of the systems be-
ing reveme engineered was originally innovative in its use of

M-fdes by developing a table-drh’en approach to separate
process ffom data as relational database technology has done.
However, a freed record length limits the number of fields
available to accommmlate repeating groups available. These
artificial limits were eliminated with the advent of modem
database technologies.

As stated previously, the described technological complex-
ity prevents any single reverse engineering CASE tool from
addressing all the needs of this heterogeneous environment.
This also means that manual analysis is required in combha-
tion with commercial tools and supplemented with custom
software. Thii approach has been incorporated in the reverse
engineering framework.

Admittistrative Complexity

In 1979, as an obsemer of organizational ability to adapt
to technological change, Richard Nolan [8] stated “In the
stages of control and integration, the dominant forces have to
do with organizational discipline and don’t relate very
closely to technology.” T%eDepartment of Defense is no ex-
ception. Figure 2 illustrates the variety and number of peo-
pie who require coordination (and bnefmgs) for a single in-
formation system. In this example, we were forced to coordi-
nate with 40 people from 11 different organizations. We
used these appropriately named “Client Mazes” to track just
who said what to whom.

Project Context

Figure 3 depicts the evolutionary process from legacy sys-
tems to the DoD target environment. According to guide-
lines tkom DoD directives [3, 4], functional officials should ,
eliminate redundant systems and select “migration” systems
to provide the essential functionality required in the near-
term. ‘l%eselected migration systems should be modernized
and eventually become the “target” systems for the functional
areas. Modernization inclu&s separation of data from pro-
cess, development of universal data structures for reuse
throughout the departrnen4 and development of shared data
that can be used by multiple applications.

The legaW environment hugely consists of individual sys-
tems with their application-based databases or tiles. In orda
for one information system to access data in anotier, data
must be mapped and passed between the two. This can be
done by interfacing applications, electronic tile exchange,
media exchange, etc. One of the goals of the migration pro-
cess is to separate the application dependent data from the
application processes so that they cart be directly accessed by
any other individual systems that may need them. As shown
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in 13gure 4, the ANSI three schema approach, one the target
stage is reachedi the target environment should consist of
conceptual data models which serve as the data architecture
for physically shared data accessed by multiple applications,
~ti by external user views.

A significant number of the legacy systems were devel-
oped without conceptual or logical data models - models
now needed to support data standar@ation. Reverse engi-
neering is the technique used to extract logical data models
from a legacy system. As the universe of legacy systems has
been narrowed by selection of migration systems, the qtsan-
tity of work required to support data standardization has been
drastically reduced. Figure 5 shows this concept of focusing
on deriving data models from migration systems to support
data standardi@ion, As shown, the majority of the data re-
quirements are &riv@ modded, and standardimd ffom the
tk@ated migration systems. If the systems are properly se-
1ecte4 the majority of the required functionality and data re-
quirements should be derived from the migration system.
The data requirements not contained in the migration systems
need to be identifhxi and extracted from the remaining sys-
tems. These requirements are indicated by scattered dots in
the legacy environment.

Data assets are more than data elements (i.e., physical data
structures). Data assets also include business data require-
ments represent@ as data modeis linked to physical data
structures. The models must represent the policies, strategies
and tactics of orga.niational operation. Model creation steps
include identification, refmemen~ validation, and linkiig of
all business functions, policies, rules, and activities. Linking
data items ensures model contents are supported by physical
evideoce.
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F~gure 6 illustrates the various activities identified as nec-
essary to achieve DoD-wide enterprise information systems.
For the functional areas represented on the ief~ a set of
legacy systems currently satisfies component-specific opera-
tional requirements rather than Doll wide strategic re@re-
ments. As an interim step towards DoD enterprise systems,
ftmctionat area steering committees are in the process of des-
ignating migration systems for business domains. Again,
migration systems are representative of a group or class of
legacy systems having the same, sirnitar or overlapping in-
formation and/or domain functionality. Migration systems
must be capable of satisfying DoD wide requirements, pro-.
vide existing (i..e., as-is) functionality, and captprirtg data
from the teplaced legacy systems.

Functional area working groups are currently conducting
activities to define to-be business process and logical data
models with the ultimate goals of reduced cost and irtcmased
efficiency. These models become the baseline defining the
operational requirements of to-be DoD enterprise infonnatiort
systems. Selected migration system data assets will be mi-
gtate~ some enhanced, into these to-be systems.

Currently, there is no direct mapping between data ele-
ments and organizational business rules, business domain in-
formation, system functional requirements, functional depen-
dencies, and organizational data distribution architectures.
As-is data elements and their embedded business require-
ments are often in conflict with or are insufficient to satisfy
the to-be business requirements. Reverse engineering the as-
is migration systems is essential to recovering the associated
business requirements at the operational, tactical, and strate-
gic levels. -
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Figure 2: Representative Client Maze
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%qure 3. The Big Picture: Evolution towards a Target System Environment. 1
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~~ure 5. Systems and data migration to support
data standardization

Recovered as-is requirements are then compared against the ‘
to-be business requtiements to identify businr% rtqdrement
gaps during fonvard engineering. In addition to identifying
business requirement gaps, technological gaps ate also cmcial
to determining if as-is migration systems satisfy system oper-
ational performance requirements and maintenance cost con-
straints. The system architecture of the migration systems are
evaluated against technical requirements to i&ntify technical
requirement gaps. As part of forward engineering, the busi-
ness requirements gap, technical requirements gaps and data
element quality are evahmted to detemnine the “migratability”
and “integrabdity” of migration systems forming the bash of
economic justitlcation to forward engineer indlvidurd sys-

1 terns.
The DPSM program supports the integrated analysis and

re-desigrddevelopment activities required to modernize these-
Iected migration systems. Due to ‘tie massive and complex
nature of the baseline migration systems in DoD, modemiza-
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tion must be conducted in multiple phases. TIM initial phase
(DPSM Phase 1) will validate and refine tie approach that
has been developed m perform tbe rewmgineering (reverse and
forward engineering) analysis of six selected DoD informa-
tion systems in three functional arww Personnel, Fhmnce,
and Health Affairs. The overall thrust of the effort is to iden-
tifv cross-functional “Imrnan beimt” rdated data elements
wi’~ DoD for integration purposm~

y I A&k
. To-Be Infrastructure

Characteristics

( Forward E@ne-erim? I

Ente~rise En&rise Em&prise
Data software Intiastmcture

IFigure 6. Scope of Reverse Engineering Efforts.

As shown in Figure 7, the Defense Civilian Personnel
Data System (DCPDS) is in Personnel, the Defense Civilian
Payroll System (DCPS) is in Finance, the Marine Corps
Total Force System (MCTFS) is cross functional between
Persormeland FHce, the Composite Health Care System

~ (CHCS), Coordinated Care Performance (CCP), and Medical
Expense and Performance Reporting System (l@3PRS) are
all in Health A.tTairs. Tbe systems currently serve major ele-
rueats of the Departments of Army, Navy, Air Force, Marines,
etc. Before starting this program, quantitative measures of
system size and complexity were unknown. This was one of
the reasons for running this initial project phase as a proto-
type effort before fult-scale re-engintxring efforts begin. The
results of this phase wilt be used as input to economic analy-
ses to determine seledon and economic evaluation criteria of
future reverse engineering candidate systems in other func-
tional areas.

During DPSM Phase I, an important goal is validation
and rvfmerneot of the mwemeengineering approach However,
the primary focus is on derivation of normalized logical data
modeis and standardization of data element names for generic
elements (attributes) and prime elements (entities). These
logical data models represent organizational business rules,

business domain information, system functional requirements,
functional dependencies, and system data architectures of the
selected rever~ engineered system. Re-engineering proto-
types are being developed for each application. In addition,
we are performing a Iiudted cross-functional integration for a
selected business domain (Calculate Pay) relevant to civilian
personnel and civilian pay functional areas. In addition to
the cross-system integration described above, specific objeo
tives for DPSM Phase I m

●

●

●

●

requirements analyses, re+ngineering analyses and design,
rapid prototyping and testing of systems and subsystems, .
considemtion of data migration and integration issues;

an extendible inventory of legacy system data assets (data
in the asset repository should be accessible via a program-
ming inttiam);

a realistic and extendible approach for reveme engineering
a specfled set of systemx

identifkation of automated tools and mmirements for
tools for reverse engineering legacy syskms;

The effort also supports the extension of the DoD data
model which will feed the DoD Data Repository, in a format
consistent with data standardmtion procedurw, as pres@bed
by DoD corporate information management strategy.

Conceptual Representation of the Re-Engkering
Project Approach

Two of the systems will be used in this example. The
fmt is the DCPDS, origitxd}y developed to provide civilian
(W opmsed to milimfy) personnel support for the U.S. Air
Force and which now serves more than 130 organizational
customers within and outside DoD. The second is the
DCPS, originally developed to pay civilians within a major
organizational element of the Navy. Ftgure 8 presents the
approach that wilI be used to isolate and normalize the data
that is wed in the *calculate pay” function.

Starting with DCPDS, the fmt step {l(a)} is to identify
the functional domain in the system which contains the per-
sonnel data elements required to support calculate pay in
DCPS. The system functions meeting domain requirements
include: (a) staffing (affirmative employrmmt), (b) job ctas-
sitication, and (c) employ= management relations. ‘I%esec-
on~ step {1(b)) is to identify the functional domain of
DCPS txmtaining pay data elements supporting calculate pay
witldn DCPS. The third step (1(c)] is to Corn e the re- ,

rstdts of the fmt step (l(a)) and second step ( 1 )) to iden-
tify shared data elements used to calculate pay in DCPS
forming the overlapping segment identified as{ l(c)}.

If additional systems contain domains which contribute to
catculate pay or perform the same function themselves they
can be compared in pair-wise fashion iteratively until com-
mon data are isolated+ (Wan example of the related military
domains see Figure 13.) In rnultipIe systems comparisons,
more extensive analysis is required because business do-
mains, business rules, functional requirements, andfunctional
dependencies must be cross compared at each stage to isolate
not shared but “identical” data elements and structures.
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Selected Migration Systems Deliverables Target Systems
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hlstification

- m :~:

=
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--q+
uz*

Affih

Aitab

Tasks Deliverables Future Reengineering Projects
● Reverse Engineering Software ● High Level Proms Modei ● Reusable Software Requirements
● Reengineering Data Structure ● Logical Data ModeI ● Integrated DoD Enterprise Database
● Technology Insetion ● Traceabilityy Matrix - DoD Enterprise Data Model

Opportunity Study ● Standardized Data Elements - DoD Standard Data Elements
● Data Migration Approach ● Technology Insertion ● DoD Enterprise Miz@ructure
● System Survey Recommendations ● System Migration PIan
● DPSM Pmess Metbodolog y Q Data Migration Plan ● System Complexity Matrix

● System Survey ● Economic Justification
● Process, Methodology, ● Reengineering Methodology & Toolset

Tools 42Usage Reports
~gure 7. Migration Systems Context.

l(a) DCPDS

Bi;;6

Personnel Pay-related Domain Calculate-Pay Domain

Figure 8. Domain Relationship for Cross System
8Integration for Two ystems.

Framework Overview, Modeling Approach,
and Model Management

The framework depicted in F~gnres 9-10 outlines the steps
for reverse engineering selected systems. The derived logical
data model associates business ruks, business domain infor-
ruatiw system functional requirements, functional deptden-
ckx+ and organizational data distribution architectures to data
elements. One of essential outcomes of reverse engineering is
a traceability matrix linking the data model components to
the physical evidence supporting their existence. The trace-
ability matrix is criticaJ for validating the correctness of de-
rived togicaI models from physicat evidence. Later the logi-
cal data modeh can be used by CASE tools to automatically
create table structures on the selected DBMS, and the trace-

abdity matrix is used to download data from the legacy sys-
tem to the appropriate tables in tbe DoD enterprise system.

Based on the characteristics of the systems we encoun-
tered, the key aspects of the technicaI approaches anx (1) di-
vide-and-conque~ (2) extraction of business ties from soft-
ware and data stmcture~ (3) model managemenfi (4) cont3g-
uration management and (5) schema integration. Since these
systems are all large scale information systems, they usually
contain several million lines of code, and thousands of data
structures. Although software may be divided into modules
and software modules mm’ be used to hmlement various
software functional requirements, a busines~function may k
implemented as part of severrd different software functions.
As part of the physical implementation, data structures also
have multiple roles. Data structures dtiy extracted from
software may be transient data variables used to store pr-
ocessingredts from stored data elements, processing maybe
an implementation of business rules or low level mathemati-
cal algorithms (e.g., sort). Data structures can be used to
hold data presented as on-line screens or reports. Data struc-
tures can also be used to access data elements stored in
databases or files. Hence, data structures defined in software
and data dictionaries, if they exis~ may represent conceptual,
external, or physical views of data elements.

The most difficult aspect of reverse engineering is to dis-
cover business rules and data entities from software and data
structures. Massive quantities of data structures and associ-
ated code, force a dh’ide-and-conquer archeological approach
to discovering data elements and organizing them into cate-
gories. Our approach is top-down then txxtom-np. During
the top-down step, we analyze material relevant to the con-

*
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ceptual view (e.g., user screens, reports, plicy statements).
This helps to establish draft high level “as-is” business pro-
ces and dam model frameworks. These are used to quickly
identify a set of conceptual buckets for “holding” relevant
categories of data structures for a specific domain, We use
the business pmcexs model to divide tie business data model
into views.

Each data model view corresponds to a business process.
The functional &pendencies between views are inherited
from the relationships betwem processes in the high level
prooess model. We also identify tbe non-transient data struc-

ture acaxsed (created, inserted, updated, and deleted) as~ts
of processes. We then derive more&tailed logical data mode-
ls and link these data structures to the derived data entities
using the traceabilhy matrix. All data structures and data en-
tities are linked to their associated opemtionaL taclical, audkr
strategic requirements.

For transient data structures computed from non-transient
data elements and later used for updating other non-transient
&@ we define structure entities to capture the business rules
associadng these non-transient data elements.

step Deliverable
Activity Product(s)

1 Form and initiate “as-is” Project Team ~ D1 Directory of CC41UIlittd team members authorized m

(advanced commitment of perso+mel) rol% and coordbtion ruleskxmventions

2 Condua system level sumey to scope ~ D2 Migration system survey results
migration projects

3 Define methods, ml usage, conventions, ~ D3 Initial working version of procedures, too] usage,
protocols; Acquire needed hardwarebftware methcxh, conventions, and promcok

4 Mentify and establish access to information ~ D4 Catalog of information resources
resources 1) Interviewees 2) Materials 3)
Software 4) Establish Catalog

L

D5 Dictionary of “as-is” elements, terms, and acronyms

5 Analyze documentation& tie to establish a D6 Draft “as-is” business model
&aft’’as-is”business data model framework

Inpuk Software, data dictionary, data files and models
6 Apply Reverse Engineering and Data

Dependency Analysis tools D6 Mixed “as-is” physicalkxmceptuallexternal schema

+ (draft data model)
7 Sepamte schema levels of draft data m(xlel

- Draft “as-is” conceptual schema
physical schema and external schema

Repeat steps 7 & 8 until normalized - Draft “as-is”business data model
- Documentation (questions, issues,

8 ValMate and resolve inconsistencies with
project team and verify fmm all sources + ~rr?

9 Perform normalization (until normaliid)
= Refined “as-is” conceptual data model

10 Document and refine procedures, tool usage, @nnaliz.ed, validated, refined, documented)
modelh methods, conventions, protocols - Refined “as-is” business data model

- Master Listof refined “as-is” data elements
- Refried and documented procedures, tool

usage, methods, conventions, protwols
- Identified opportunities for the inclusion of

advanced technologies for upgrading b/w,
s/w, and data components of systems

11 Perform advanced technology insertion study ~ D1O
Identifti opportunities for upgrading the Nw, alw and
data components of migration systems

qgure 9. Reverse Engineering Framework (1 of 2).
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As shown in Figure 11, each version of a reverse-engi-
neered data model is associated with an encyclopedh. Our
configuration management approach defines standardized
policies and procedures making it feasible for DPSM team
membeaxto review each other’s work and understand informa-
tion in other project encyclopediddmtory structures. The
encyclopedias store information in three sepamte dictionaries.
The Plan Dictionary contains planning information, the Data
Dictionary contains the iogical data models and associated
information, and the Design Dictionary contains physical
structure and related information.

To enhance traceabiMy, physical evidence obtained is also
catalomied in an Information Resource Catalogue (IRC)

contained in the various models and document the satisfac-
tion of business requirements and rules. The data models
developed using the IE: Advantage CASE tool may be im-
ported to the IRC. The traceability matrices stored in the en-
cyclop@a are also loaded into the IRC. The IRC also px-
mits users to link physical evidence to the data model with
an interface that users can use to query the contents of IRC,
the &ta modeling status, and linkage between physical ele-
ments, logical emities, and business requirements and rub.

Lessons learned From Experience with the
Framework

databr&. The IRC cmnains sources of information relevant
to each reverse-engineered system including system manuals,

By the time tlis paper is presented we will have com-

source code, directivrxi, interview results, etc. It provides an
pleted re-engineering the systems described previously and

electronic index for the information resources gathered during
will & well into the next set of reverse engineering analysis

the reverse-engineering life cycle. The information resources
projects for the Department. At the time of writing the

are physically stored in fding calinets. The traceability ma-
tiework is functioning as expected in that we are produc-

trix is used to identify and/or trace the correlation of items
ing quality models in relatively short periods of time.

step Deliverable
Activity Product(s)

Input: b,” ‘Reverse Engineered Systems
.,,,.

Master list of refined “as-is”

Refined “as-is”conceptud
data model

I .
.“.,.. .. .. . ..

– --(

12 Separate out identical ments, synonyms, ~ 1
homonyms

Input: -

.@SEEE!) ●

1 -

,,.

I >...’, “-

13 Resolve cross-functional issues tk link to -
relevant partition of DoD Enterprise Model D12 Refined Traceability matrix

14 Extend relevant section of DoD Enterprise
Model ~ D13 Standard data elements

15 D@mrnent the Extended DoD En@prise ~ D14 Published &liverables of this phase
Model and the Tmceability Matrix and refine
procedws, tool usages, methds,
convent.iorm and protocols

~gure 10. Reverse Engineering Framework (2 of 2)

IXl Initial Element Cross Referen%

+Identical data elements
● Synonyms
● Homonvrns

*
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&-#

q’!o Encyciopedi
Encyclopedia

Encyclopedia:

Encyclopedia
of ikErse-
Edlgirleered

system 1

0Plan
Dictionary

B
Dictionary

v

D

cc
D~%Y “~

>

?

=bfolmation Resour@=

Data base containing
● Traceability Matrix
● Physical Evidence

Catalogue

A.

.

Physical Evidence
● Documentation
● Souros (%&/Database Structures
● Relevant Logical Models

Since resources were lirnitd the project was focused based
on the 80/20 rule -- do not ny to be perfem, try to get at 80
percent of the requirements represented by 20 percent of the
available resources (especiaUy the systems and functional ex-
P@s). !hring the course of DPSM Phase I, we have learned
several mtportant lessons. Most importantly, the value of the
reverse engineering products has been consistently under es-
timated by management. Secondly, the costs of the reverse
engineering efforts are very difficult to estimate up front.
Third and though it sounds elementary, we discovered the
value of getting formal commitment and authorization from
the major parties involved.

Products of Reverse Engineering

Educatingrnanagememto the value and potential use of
revere engineering products has been a challenge. The gen-
eral perception seems to be the result of one of the primary
points we hope to make with this paper- reverse engineering
is a substantially broader and more complex task than just
“restructig the code” [1, 2] -- is a tedious but necessary
chore to perform before moving on to more glamorous tasks
such as defining data architeaures. The value of products de-
veloped during the reverse engineering analysis is consis-
tently underestimated by management. The general percep-
tion seems to be the result of one of the primary points we
hope to make with this paper -- reverse engineering is a sub-

/
● CASE Tools
“IRcQuery
Intetfke.

● MaidImporter
● H2CApplication

Programs
● IRC Data Base

~gure 11. DPSM Modeling Approach and Model Management.

stantkdlv broader and more comrtlex task than iust restructur-
ing the ;ode. We believe this tiort sighted vi~w is reflected
in the current crop of CASE tools touted as reverse engineer-
ing soiutions. Typical reverse engineering tools only per-
form limited pieces of the actual work requird. Even if the
functional and technical experts help the reverse engineers
clean up the analysis products, the products do not include
for instance the links to physical evidence provided in the
traceability matrix and model management support described
here as services offered by the framework. More importantly,
using such tools in isolation maybe as darnaging as perform-
ing%adequate, inaccurate, or incomplete systems or software
requirements engineering. A brief examination of the prod-
ucts of the reverse engineering analysis offered by the frame- ,
work shows tbeii relative importance. Seveml of our reverse
engineering products, although not typically considered in
reverse engineering contexts, provi& extensive benefits to
undecmmiing and documenting the curreatbase~me, support-
ing forward engineering, and standardizing and structuring
data as shown in Figure 12. By briefly examining them we
hope to show how our framework generates the basis for key
system components used as inputs latex in the development
life cycle. h addition, our sptxific DPSM Phase I project
ccutext feeds data stamladhtion efforts occurring at a level
above the context of each specific project. These aspcts are
dwssed below.

Tbe FIMflIM ConferenceMarch 29-31, 1993, Monterey, CA Alken, Muntz & Richards



..A Framework for Reverse Engineering DoD Legacy Information Systems Page 10 ‘

--

.

I.

Outputs of Reverse Engineering

High level (initial) process models

Logical data modeis

Standardized data elements

Traceability matrix

Inputs to data migration plans

System survey information

Process, methodology, tools

Tool usage reports

~Twhnology insertion opportunity recommendation: L-
7gure 12. Uses of Reverse Engineering Products I
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Value of Reverse Engineering Products

The specific outputs from each individual reverse engi-
neering effort encompass more than just data rnodeIs. In ad-
dition to logical data modeis and standard data elemems, the
specific outputs of the reverse engineering framework include
the following.

● High Level Model View Decomposition Hierarchies -
These are used to size the system, scope the projectt and
define the logical data model views.

● Traceabtiity Matrix - The matrixis contained in the IRC
(descrhd previously) serves as a link between the physi-
cal evidence and the logical data entities. The matrix sup-
ports existence of the data model components with
statu% regulations, policy guidance, etc.

● Technology Insertion Recommendations -As long as
these wellqualified teams are analyzing legacy informat-
ion systems, it seems entirely appropriate to take note of
mrjor areas where technology insertion recommendations
would be useful components in the resu!ting migration
phl15. = SUCh = dV~Cd &itdXiSe and COIIUOImiGl-
tions network technologies are typical nxommendations.

● I%OCS Methodology, and Tool Usage Reports - Since
none of the DPSM Phase I projects are scheduled to pro-

.

duce complete reverse engineering analyses of any systea
all of these feed into an overall economic justification of
the time and effort required to complete the reverse and
forward engineering of the rqwcific systems.

Svstern i%Data Miimation Plans - IE concetxs are often
“%&ticizedbecause ti”ey prescribe solutions fo; situations
where much of the work is new development but are not
useful for dealing with large instahd bases of legacy sys- i
terns. ‘he systems migration plan prescribes the nc=ssary
steps to make the existing legacy system compliant with
KEconcepts based on guidance from existing dtives [3,
4]. It is a plan for bridging the gap between the “as is”
legacy information system serving a narrow purpose and
the “to be” integmted Department-wide information sys-
ttln.

Products Contributing to DoD Data
Standardization Efforts

At a somewhat higher level the combined output from the
DPSM Phase I deliverables wili feed a number of meta-pro-
jects also occurring within DAPMO. These incIu& the fol-
lowing.

● Re-engineering Framework and Tooi Set -As we have
stated, we are continually revising the framework to reflect

The FIM/TIMConferenceMarch 29-31, 1993, Monterey, CA Aiken, Munt.r.& Richards
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our experience. Both it and the tool set will ~ used for
at teast the next decade within DoD as it moves toward
entaprise information systems.

Reusable Software Requirements - Another by @u
will be reusable software requirements m & form of data
modek IRC domain spedic rule se~ and perhaps even-
tually, the software eulstnlcted to Suppmt the rqlirt%
m.

DoDEnterprise Data ModeL DoD Standard Data
Elemen@ Integmted DoD Enterprise Database - ‘Ilmc
are all eventual goals of the DAPMO. All outputs fmm
the reverse engineering projects am integrated with these
Departme@tideef fOrtS.

The Need for Pm-planning System Scoping Surveys

Costsof there-engineering effcrts are difficult to esdmate
One vendor with whom we are fadiar charges a fla~
$1.00/line of COBOL code in the system. For the DPSM
Phase I systems we were unable to even estimate the lines of
~o~ti~=~ portion because of the unstructured na-

pmgmmming language code. One mea-
sure of prowess among MUMPS programmers is how com-
plex a program can be written with a single line of code.
Perkins thii accounts for the various estimates m the number
of lim%of MUMPS code in CHCS ranging between 1.3 miL
lion to 2.5 million depending on whom you ask.

1F

Persorm

Military

Civilian

Retired Active Reserve

~gure 13. Dimensions of Integration of Pay and
Personnol Functional Areas.

One of the major deliverables of DPSMPhaseI is “anin-
tegrated civilian pay and personnel modd.” It tmns out there
are several dimensions of potential integration shown below
in Flgum 13. Developing an integrated model of these two
tlmctional areas has been a non-trivial task in itself without
adding additional complications for military vs. civilian and
active vs. retired. Convincing management of the careful se-
quence of steps required to devebp a robust and accurate
model was a major task. As a result of our experiexw~ we

now insiston a pre-project system survey intended to size
the system and scope the project prior to sizing and costing
leve$se engineering projeets.

Implications

Developnwntactiviea: Spacedoes notpermita WI dis-
eussim of all the fkameworkimplications shown in Figure
14, however, ourexperkmcehas demonstratedthat reverse cn-
_g contributes to virtually W development activities.
Tks implies that fwther exploration of all of theserehwion-
shipsshouldbe consideredas DoD modemimsthisprogram ‘
At theveryleastall futureinformationsystemsdevelopment
should be considered in the broader context of information
engineering and data Sdministradoo activitia.

Tecbn&sd vs. ●dminkative issues We mentioned pre
viously that wodc progressed on DPSM Phase 1 as expected.
Although administrative delays oearred in most cases @or
toprcjectteamfommtlon (stepo), ma projtxtaWm started!
work promded rapidly pdmarily due to high, end user bny-
in and participation. Our assessment is that the technological
issues seem manageable - administrative issues have been the
biggest obstacles to on-time delivery of reverse engineaing
analyses. The previously mentioned formal project authoriza-
tion has been helpful in reducing the impau of these admin-
istmtive delays. However, it must be emphasii that autho-
rkmtions are required by all affected parties. For instance, a
typi@ project requires functional and technical representa-
tion by the best resources an organization has. Both the
functional and technical organization providing the expertise
must provide autlmizadon. And in cross-system integrated
reverse engineering viewm the major organizations providing
experts and resources for both systems must provide auth~
rization. Our experience is that this problem can rather
quickly become a diffkdt mordination process not just for
commitment and support but also for providing status and
briefings if the team qresentatives are not fulIy empowered.

Tool Assessment Relative to I-CASE: Ftiy, we be-
lieve that the current focus of reverse engimming CASE
tools and CASE tool development efforts are cxmcentrating
on code analysis. While it is me that most organi=tions
will have a more homogeneous information systems base than
the Department of Defense, it is also true that much of the
remainder of the fedeml government will have configurations
similar to the Department of Defense and will be unable to
presgribe a single CASE tool solution for reverse engineer-
ing. A tier eritieistn of the reverse engineering CASE
tools is the focus on code analysis with little or no assis-
tance for processes such as extracting businss roles. Wean- ‘
tieipateourworkwill be able to &fine a rudimentaryset of
~q:~r:=g~-tig CASE tools qxxating in

Keywords

Design,reverseengineering,soiiwareandsystem re@re-
rnenta and specifications, data arehiteetu~ business rule%
datamodeling
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